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Abstract

We present an empirical case study that connects psycholinguistics with the field of cultural
evolution, in order to test for the existence of cultural attractors in the evolution of quotations.
Such attractors have been proposed as a useful concept for understanding cultural evolution in
relation with individual cognition, but their existence has been hard to test. We focus on the trans-
formation of quotations when they are copied from blog to blog or media website: by coding
words with a number of well-studied lexical features, we show that the way words are substituted
in quotations is consistent (a) with the hypothesis of cultural attractors and (b) with known effects
of the word features. In particular, words known to be harder to recall in lists have a higher ten-
dency to be substituted, and words easier to recall are produced instead. Our results support the
hypothesis that cultural attractors can result from the combination of individual cognitive biases in
the interpretation and reproduction of representations.
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1. Introduction

The reciprocal influence between cognition and culture has a long history in both
social science and psychology. While this question has been the subject of intense debate
in the social sciences in the 20th century, today’s discussion is mostly structured by pro-
ponents from cognitive science, who construe culture as an evolutionary process analo-
gous and parallel to biological evolution. This analogy can be traced a long way back,
with milestones such as Kroeber’s (1952) works, Dawkins’s (1976) Memetics, and later
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Roman and Greek thinkers—and of the physicians who relied on their
theories—could therefore explain the success of bloodletting in western
medicine (Fig. 1) (for examples of non-adaptive practices spreading
through prestige bias, see, e.g., Mesoudi, 2008). Once bloodletting
would have become a standard practice, it could be further sustained
by the conformity bias.

A third possibility is that bloodletting is psychologically attractive.
Cultural practices can spread and endure not because of who practices
them, but because of how their content triggers cognitive mechanisms
that make them more or less likely to be attended, memorized, and
used (concept of guided variation in Boyd & Richerson, 1985; Sperber,
1996). The framework of cultural attraction provides conceptual tools
and models linking cognitive mechanisms and cultural phenomena
(Claidière & Sperber, 2007; Morin, 2013; Sperber, 1996). Attractors
are defined as points or areas in the space of possible configuration to-
wards which transformations tend to converge. They exist because fac-
tors of attraction affect the probability that individual variants of a
cultural item depart from their models in one direction rather than an-
other. These consistent biases cause the variants of a given item to grav-
itate towards, and then around the same point. Cultural attraction
explains why some representations, practices and artifacts are more
prevalent and robustly transmitted than others by looking at the
micro-mechanisms involved in their transmission.

At the micro-level, transmission of information among humans is
generally not a copying process and typically results in modifications
of the information transmitted. To explain how macro cultural stability
may nevertheless occur, cultural attraction stresses the importance of
constructive factors in cultural transmission: the psychological mecha-
nisms involved in imitation and in communication are partly preserva-
tive and partly constructive (Claidière & Sperber, 2007; Sperber, 1996).
Learners use information provided by the teacher to construct their own
version of the idea or the practice. If themodifications introduced by the
learners were random many representations, practices, or artifacts
could not remain sufficiently self-similar in the process of transmission
for recognizable cultural items to become prevalent (Claidière &
Sperber, 2007, 2010). If some items are culturally successful in these
conditions, it is in large part due to psychological and ecological process-
es that bias the process of transmission in consistent directions
(Claidière, Smith, Kirby, & Fagot, 2014). For instance, words can exhibit
an extraordinary level of macro stability (Pagel, Atkinson, & Meade,
2007; for another example, see Howe et al., 2001). This stability
comes at least in part from the fact that learners tend to bias the evolu-
tion of languages in the direction of greater learnability (Kirby, Cornish,
& Smith, 2008). This could explain why we observe that the most fre-
quent and most stable words are also the shortest (Pagel, Atkinson,
Calude, & Meade, 2013).

In the case of medical treatments, general cognitive biases such as
the confirmation bias have been used to explain the spread of inefficient
therapies (de Barra, Eriksson, & Strimling, 2014; Hartman, 2009;
Tanaka, Kendal, & Laland, 2009). These mechanisms might help explain
why a medical practice, once established, persists for longer than war-
ranted by its efficacy. However, these mechanisms cannot explain
why a given practice spreads rather than another. In the case of

bloodletting, the risks of the practice, and the existence of less risky al-
ternatives, makes the need for other explanations even more acute. A
successful explanation of bloodletting has to account not only for the or-
igin, spread, and persistence of a practice but also for the particular form
it takes. For instance, blood is known to elicit disgust in contemporary
western populations (Tybur, Lieberman, & Griskevicius, 2009), and it
has been previously shown that cultural items that elicit disgust—urban
legends (Eriksson & Coultas, 2014; Heath, Bell, & Sternberg, 2001) or
norms (Nichols, 2002)—tend to be more successful than variants that
do not elicit disgust. Many other cognitive mechanisms could help ex-
plain why bloodletting became a common practice—in the conclusion,
we discuss the potential roles of folk biology, folk physics, and folk psy-
chology, along with more general memory mechanisms.

It is important to note that these three broad explanations are not
mutually exclusive, and that they might all play a role in a complete ex-
planation of bloodletting. For instance, some universal cognitive mech-
anisms might have favored the emergence of bloodletting, and the
practice could then have spread and have be sustained by its efficiency
(if it has any) and the prestige of its practitioners. Yet the different ex-
planations make different predictions and the more one explanation
proves to carry weight, the less necessary the others become. In partic-
ular, to the extent that universal cognitive mechanisms are able to ac-
count for the success of bloodletting, the standard explanation of
bloodletting as chiefly being due to the prestige of some individuals
would have to be revised.

The present research tests predictions derived from these explana-
tions. If bloodletting is a historically situated tradition sustained chiefly
by prestige and conformity, a practice that happened to be favored for
idiosyncratic reasons by a few physicians who proved formidably influ-
ential, then one would expect bloodletting to be a common practice
only within the sphere of influence of these early western physicians.
By contrast, if universal cognitive mechanisms are largely responsible
for the success of bloodletting, it should be found in various cultures
that have not been influenced by early western physicians. Moreover,
if bloodletting is a cultural attractor it should be attractive even in
populations that do not practice it. Finally, we should also be able to
discern differences in attractiveness between different variants of
bloodletting—variants based on localization of the cut, on the status of
the practitioner, on the theories invoked, etc.

In order to test these predictions, we use three different methodolo-
gies. Thefirst is to analyze an anthropological database in order to gauge
the extent of the practice in non-western cultures. If bloodletting is
found to be practiced in many different cultures, it might also be possi-
ble to discern commonalities in the practice across these cultures. These
commonalities could then help to infer the mechanisms that contribute
to bloodletting's success. The secondmethod is the use of experimental
evidence. To ascertain the presence of mechanisms that make bloodlet-
ting intuitive, we rely on an indirect mean: transmission chains. This
technique was developed by Bartlett (1932) to study the distortion re-
peated transmissions introduced in narratives and other representa-
tions; it has been found to be useful in the study of psychological
mechanisms involved in cultural transmission in humans (e.g.
Bangerter, 2000; Barrett & Nyhof, 2001; Kashima, 2000; Mesoudi &

Fig. 1.A linear, prestige basedhistory of bloodletting: the Egyptians adopt thepractice of bloodletting, they influence theHippocraticwriters,who influenceGalen,who influences thenext
two millennia of western medicine.

304 H. Miton et al. / Evolution and Human Behavior 36 (2015) 303–312

indeed something theatrical in direct eye-gaze that partakes of the
Mannerist style. Yet Mannerism could not have been the only cause.
Direct eye-gaze was on the rise before it, and it remained prevalent in
subsequent centuries, long after “Mannerism” had become a term of
abuse. Two other events may have played a part: the Reformation
started by Martin Luther (1483–1546) and the Catholic revival
organized by the council of Trent (1545–1563). Both movements
revolutionized the visual world of Europeans — including painters
who saw, copied, and made a living painting religious works
(McCullough, 2010). Yet, here again, the timing is wrong: direct
eye-gaze was progressing, and young painters preferred it, in the
earliest decades of the XVIth century. One may note also that the
XVIth century gaze shift and its effects were not restricted either to
Catholic or to Protestant areas.

A second reason for cautious optimism is the fact that the results of
studies 1 and 2 were replicated on a corpus of Korean portraits
spanning a period of time that comprises the whole Joseon dynasty
(1392–1897) and the early XXth century. In the Korean tradition,
averted-gaze portraits were the absolute norm in the earliest periods,
but direct-gaze portraits slowly came to prevail. They are also over-
represented in a contemporary Korean art book. (See Electronic
Supplementary Materials, 1, available on the journal's Web site at
www.ehbonline.org, for the two replications.) More replications are
needed, especially since Korean portraiture, particularly in its last
centuries (were most of the effect is present) was not entirely cut-off
from Western influence (although Korea had contacts mostly with
China and Japan, where direct eye-gaze in portraits was either the
minority or absent).

Fig. 4. Three generations of portrait-makers in Venice. This figure, showing, from 1500 to 1575, all paintings by Venice painters Bellini, Titian and Tintoretto in our data, illustrates the
Apprentice hypothesis. Titian, whose career spanned three quarters of a century, painted more direct-gaze paintings than his master Bellini, but fewer than his later contemporary
Tintoretto. The proportion of direct-gaze portraits in Titian's work does not grow from one half of his career to the other. The paintings come from the following collections:
Staatliche Museen (Berlin), Musée des Beaux-Arts (Besançon), Szépmûvészeti Múzeum (Budapest), Gemäldegalerie (Dresden), Galleria degli Uffizi & Galleria Palatina (Palazzo Pitti)
(Florence), Museum voor Schone Kunsten (Ghent), Nelson-Atkins Museum of Art (Kansas City), Garrowby Hall (Earl of Halifax Collection) & National Gallery (London), Los Angeles
County Museum of Art (Los Angeles), Museo del Prado & Museo Thyssen-Bornemisza (Madrid), Palazzo della Provincia (Mantua), Pinacoteca di Brera & Castello Sforzesco (Milan),
Alte Pinakothek (Munich), Museo Nazionale di Capodimonte (Naples), Frick Collection (New York), Musée du Louvre (Paris), Fundación Colección Thyssen-Bornemisza (Pedralbes),
Accademia di San Luca and Galleria Doria Pamphilj (Rome), Museum Boijmans Van Beuningen (Rotterdam), The Hermitage, (St. Petersburg), Gallerie dell'Accademia & Scuola
Grande di San Rocco (Venice, Kunsthistorisches Museum (Vienna), National Gallery of Art (Washington), Kunstsammlungen (Weimar).
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• using historical data:  
e.g., 

• Morin 2013  

• Miton et al. 2015

EMPIRICAL  STUDY  OF 
CULTURAL  EVOLUTION

IN VIVO

Roman and Greek thinkers—and of the physicians who relied on their
theories—could therefore explain the success of bloodletting in western
medicine (Fig. 1) (for examples of non-adaptive practices spreading
through prestige bias, see, e.g., Mesoudi, 2008). Once bloodletting
would have become a standard practice, it could be further sustained
by the conformity bias.

A third possibility is that bloodletting is psychologically attractive.
Cultural practices can spread and endure not because of who practices
them, but because of how their content triggers cognitive mechanisms
that make them more or less likely to be attended, memorized, and
used (concept of guided variation in Boyd & Richerson, 1985; Sperber,
1996). The framework of cultural attraction provides conceptual tools
and models linking cognitive mechanisms and cultural phenomena
(Claidière & Sperber, 2007; Morin, 2013; Sperber, 1996). Attractors
are defined as points or areas in the space of possible configuration to-
wards which transformations tend to converge. They exist because fac-
tors of attraction affect the probability that individual variants of a
cultural item depart from their models in one direction rather than an-
other. These consistent biases cause the variants of a given item to grav-
itate towards, and then around the same point. Cultural attraction
explains why some representations, practices and artifacts are more
prevalent and robustly transmitted than others by looking at the
micro-mechanisms involved in their transmission.

At the micro-level, transmission of information among humans is
generally not a copying process and typically results in modifications
of the information transmitted. To explain how macro cultural stability
may nevertheless occur, cultural attraction stresses the importance of
constructive factors in cultural transmission: the psychological mecha-
nisms involved in imitation and in communication are partly preserva-
tive and partly constructive (Claidière & Sperber, 2007; Sperber, 1996).
Learners use information provided by the teacher to construct their own
version of the idea or the practice. If themodifications introduced by the
learners were random many representations, practices, or artifacts
could not remain sufficiently self-similar in the process of transmission
for recognizable cultural items to become prevalent (Claidière &
Sperber, 2007, 2010). If some items are culturally successful in these
conditions, it is in large part due to psychological and ecological process-
es that bias the process of transmission in consistent directions
(Claidière, Smith, Kirby, & Fagot, 2014). For instance, words can exhibit
an extraordinary level of macro stability (Pagel, Atkinson, & Meade,
2007; for another example, see Howe et al., 2001). This stability
comes at least in part from the fact that learners tend to bias the evolu-
tion of languages in the direction of greater learnability (Kirby, Cornish,
& Smith, 2008). This could explain why we observe that the most fre-
quent and most stable words are also the shortest (Pagel, Atkinson,
Calude, & Meade, 2013).

In the case of medical treatments, general cognitive biases such as
the confirmation bias have been used to explain the spread of inefficient
therapies (de Barra, Eriksson, & Strimling, 2014; Hartman, 2009;
Tanaka, Kendal, & Laland, 2009). These mechanisms might help explain
why a medical practice, once established, persists for longer than war-
ranted by its efficacy. However, these mechanisms cannot explain
why a given practice spreads rather than another. In the case of

bloodletting, the risks of the practice, and the existence of less risky al-
ternatives, makes the need for other explanations even more acute. A
successful explanation of bloodletting has to account not only for the or-
igin, spread, and persistence of a practice but also for the particular form
it takes. For instance, blood is known to elicit disgust in contemporary
western populations (Tybur, Lieberman, & Griskevicius, 2009), and it
has been previously shown that cultural items that elicit disgust—urban
legends (Eriksson & Coultas, 2014; Heath, Bell, & Sternberg, 2001) or
norms (Nichols, 2002)—tend to be more successful than variants that
do not elicit disgust. Many other cognitive mechanisms could help ex-
plain why bloodletting became a common practice—in the conclusion,
we discuss the potential roles of folk biology, folk physics, and folk psy-
chology, along with more general memory mechanisms.

It is important to note that these three broad explanations are not
mutually exclusive, and that they might all play a role in a complete ex-
planation of bloodletting. For instance, some universal cognitive mech-
anisms might have favored the emergence of bloodletting, and the
practice could then have spread and have be sustained by its efficiency
(if it has any) and the prestige of its practitioners. Yet the different ex-
planations make different predictions and the more one explanation
proves to carry weight, the less necessary the others become. In partic-
ular, to the extent that universal cognitive mechanisms are able to ac-
count for the success of bloodletting, the standard explanation of
bloodletting as chiefly being due to the prestige of some individuals
would have to be revised.

The present research tests predictions derived from these explana-
tions. If bloodletting is a historically situated tradition sustained chiefly
by prestige and conformity, a practice that happened to be favored for
idiosyncratic reasons by a few physicians who proved formidably influ-
ential, then one would expect bloodletting to be a common practice
only within the sphere of influence of these early western physicians.
By contrast, if universal cognitive mechanisms are largely responsible
for the success of bloodletting, it should be found in various cultures
that have not been influenced by early western physicians. Moreover,
if bloodletting is a cultural attractor it should be attractive even in
populations that do not practice it. Finally, we should also be able to
discern differences in attractiveness between different variants of
bloodletting—variants based on localization of the cut, on the status of
the practitioner, on the theories invoked, etc.

In order to test these predictions, we use three different methodolo-
gies. Thefirst is to analyze an anthropological database in order to gauge
the extent of the practice in non-western cultures. If bloodletting is
found to be practiced in many different cultures, it might also be possi-
ble to discern commonalities in the practice across these cultures. These
commonalities could then help to infer the mechanisms that contribute
to bloodletting's success. The secondmethod is the use of experimental
evidence. To ascertain the presence of mechanisms that make bloodlet-
ting intuitive, we rely on an indirect mean: transmission chains. This
technique was developed by Bartlett (1932) to study the distortion re-
peated transmissions introduced in narratives and other representa-
tions; it has been found to be useful in the study of psychological
mechanisms involved in cultural transmission in humans (e.g.
Bangerter, 2000; Barrett & Nyhof, 2001; Kashima, 2000; Mesoudi &

Fig. 1.A linear, prestige basedhistory of bloodletting: the Egyptians adopt thepractice of bloodletting, they influence theHippocraticwriters,who influenceGalen,who influences thenext
two millennia of western medicine.
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indeed something theatrical in direct eye-gaze that partakes of the
Mannerist style. Yet Mannerism could not have been the only cause.
Direct eye-gaze was on the rise before it, and it remained prevalent in
subsequent centuries, long after “Mannerism” had become a term of
abuse. Two other events may have played a part: the Reformation
started by Martin Luther (1483–1546) and the Catholic revival
organized by the council of Trent (1545–1563). Both movements
revolutionized the visual world of Europeans — including painters
who saw, copied, and made a living painting religious works
(McCullough, 2010). Yet, here again, the timing is wrong: direct
eye-gaze was progressing, and young painters preferred it, in the
earliest decades of the XVIth century. One may note also that the
XVIth century gaze shift and its effects were not restricted either to
Catholic or to Protestant areas.

A second reason for cautious optimism is the fact that the results of
studies 1 and 2 were replicated on a corpus of Korean portraits
spanning a period of time that comprises the whole Joseon dynasty
(1392–1897) and the early XXth century. In the Korean tradition,
averted-gaze portraits were the absolute norm in the earliest periods,
but direct-gaze portraits slowly came to prevail. They are also over-
represented in a contemporary Korean art book. (See Electronic
Supplementary Materials, 1, available on the journal's Web site at
www.ehbonline.org, for the two replications.) More replications are
needed, especially since Korean portraiture, particularly in its last
centuries (were most of the effect is present) was not entirely cut-off
from Western influence (although Korea had contacts mostly with
China and Japan, where direct eye-gaze in portraits was either the
minority or absent).

Fig. 4. Three generations of portrait-makers in Venice. This figure, showing, from 1500 to 1575, all paintings by Venice painters Bellini, Titian and Tintoretto in our data, illustrates the
Apprentice hypothesis. Titian, whose career spanned three quarters of a century, painted more direct-gaze paintings than his master Bellini, but fewer than his later contemporary
Tintoretto. The proportion of direct-gaze portraits in Titian's work does not grow from one half of his career to the other. The paintings come from the following collections:
Staatliche Museen (Berlin), Musée des Beaux-Arts (Besançon), Szépmûvészeti Múzeum (Budapest), Gemäldegalerie (Dresden), Galleria degli Uffizi & Galleria Palatina (Palazzo Pitti)
(Florence), Museum voor Schone Kunsten (Ghent), Nelson-Atkins Museum of Art (Kansas City), Garrowby Hall (Earl of Halifax Collection) & National Gallery (London), Los Angeles
County Museum of Art (Los Angeles), Museo del Prado & Museo Thyssen-Bornemisza (Madrid), Palazzo della Provincia (Mantua), Pinacoteca di Brera & Castello Sforzesco (Milan),
Alte Pinakothek (Munich), Museo Nazionale di Capodimonte (Naples), Frick Collection (New York), Musée du Louvre (Paris), Fundación Colección Thyssen-Bornemisza (Pedralbes),
Accademia di San Luca and Galleria Doria Pamphilj (Rome), Museum Boijmans Van Beuningen (Rotterdam), The Hermitage, (St. Petersburg), Gallerie dell'Accademia & Scuola
Grande di San Rocco (Venice, Kunsthistorisches Museum (Vienna), National Gallery of Art (Washington), Kunstsammlungen (Weimar).
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complex systems and nonlinear dynamics. In particular, we study
how messages describing risk change in response to repeated
social transmission by analyzing the relative fidelity with which
two distinct aspects of a message—the message content and the
message signal—propagate through human diffusion chains.
What effect does the process of social transmission have on these
message components, and what collective patterns of risk per-
ception might this process generate?
To examine these questions, we analyze how information

detailing the benefits and harms of the widely used but contro-
versial antibacterial agent triclosan (27) is communicated from
one individual to another in experimental diffusion chains. In a
diffusion chain, a series of individuals propagate information
sequentially and in turn from one individual to the next. Specifi-
cally, the information provided by the first individual is commu-
nicated to the second individual, who, in turn, communicates this
information to a third individual, and so on. In our experiments,
participants in the chain were instructed to communicate the risks
surrounding triclosan in open, unstructured conversations. In each
diffusion chain, the first participant was “seeded” with information
presented in media articles detailing the benefits and harms of
triclosan. In total, we examine 15 such diffusion chains, each
composed of up to 10 participants. Both before and after par-
ticipation in the experiment, we also assessed the subject’s risk
perception of triclosan. This experimental paradigm was
pioneered by Frederic Bartlett over 80 y ago (28) and has since
been used to study how a range of cultural entities undergo
change, or cumulatively evolve, in response to repeated cultural
transmission by humans and other animals (29–33). Here, we
make use of the same experimental paradigm to study, for the
first time to our knowledge, how risk information and, conse-
quently, the risk perception of people change when socially
transmitted. We found that subjects bias the signal of the mes-
sage according to their subjective perception of risk, which in-
fluences the judgment of the receivers. Crucially, although risk
perception “biases” propagate well and are typically amplified,
the message content is transmitted with low fidelity and tends to
become shorter, gradually inaccurate, and increasingly dissimilar
between chains. We use computer simulations of this process to
understand further the social implications of risk amplification.
Put simply, although the content of messages describing risks
degenerates in response to repeated social transmission, the
signal of the message propagates with high fidelity, with social
transmission playing the role of an amplifying process.

Results
Message Content. We define the content of the message com-
municated from one participant to the next as the set of units of
information that were communicated during a conversation be-
tween these participants. We identified 61 possible units of in-
formation by analyzing all conversations that occurred in the 15
diffusion chains. Each unit of information was classified in a
three-level coding scheme (the detailed procedure is explained in
Materials and Methods, with examples provided in Fig. 1) and
tracked from one chain position to the next. This procedure al-
lows us to study the propagation of information down each chain.
In addition, a unit of information is labeled as “distorted” if it
changes when transmitted from one chain position to the next.
To illustrate, Fig. 1 depicts the propagation of risk information
down a typical chain. At the first chain position, a total of 30
units of information were mentioned, 13 of which were propa-
gated to the second chain position and only three of which were
propagated to the final chain position. The three successfully
transmitted units were, however, distorted (as illustrated by the
color coding in Fig. 1). In addition, seven new units of in-
formation were generated as the chain unfolded (represented by
squares in Fig. 1), two of which were propagated to the end of
the chain. Propagation maps for all 15 chains are shown in Fig.
S1. As shown in Fig. 2A, most units of information disappear
as the chain unfolds, whereas those units that are propagated
are done so with low fidelity and tend to become increasingly

distorted. In addition, we measured the probability of a specific
unit of information disappearing (pDeath) from one position to
the next, as estimated from all 15 diffusion chains. As shown in
Fig. 2B, pDeath has high values at the first two chain positions
and reaches a relatively stable level of 0.2 afterward. Similarly,
we estimated the probability that a specific unit of information is
created (pBirth) or gets distorted (pDistortion) from one chain
position to the next. As shown in Fig. 2B, these probabilities
remain largely constant as a function of chain position. In ad-
dition, we found no significant differences when comparing these
probabilities within each of the categories used in our coding
scheme, which suggests that units of information (at least those
units of information that we encounter here) can appear, dis-
appear, or undergo content distortion with ostensibly constant
probabilities, regardless of the kind of information communi-
cated (Fig. S2). Next, we analyzed how the messages develop
among the 15 chains. Do all of the chains eventually converge to
a similar set of information units, or, conversely, do these sets
diverge from each other? To examine these questions, we mea-
sured the message differentiation coefficient Dp

ij, which defines
the proportion of information units present in chain i at position
p that are not present in the message of chain j at the same
position p. Formally, the differentiation is defined as

Dp
ij =

!!!mp
i ∉mp

j

!!!
!!mp

i

!! ,

wheremp
i is the set of information units contained in the message

of chain i at position p and
!!mp

i

!! is the size of that set. Therefore,
Dp

ij = 0 when the information units in chain i are also present in
chain j at the same position (no differentiation), whereas Dp

ij = 1
indicates that none of the information units were found in chain
j at this position (maximum differentiation). Fig. 2C shows the
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Fig. 1. Topological map of information propagation in an experimental
diffusion chain. Among all units of information available at chain position
1 (blue dots), only three have survived to the end of the chain, although they
were strongly distorted. The text on the right-hand side describes the cat-
egories of these units of information. Seven units of information were in-
troduced by the chain (squares), two of which survived to the end of the
chain. The color coding indicates the cumulated content distortion of the
information. Information identifications (y axis) are arbitrary.
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the immediate abortion of the trial and the display of a green
screen for 3 s (time out). After 400 ms, all the red squares
became white and, in order to obtain a food reward, the
monkey had to touch the previously red squares, in any order
and with less than 5 s between touches. Squares became black
when touched to avoid being touched again and did not respond
to subsequent touches. The trial was completed when four differ-
ent squares had been touched. If three or four correct squares
were touched the trial was considered a success and the compu-
ter triggered the delivery of three to four wheat grains. If fewer
than three correct squares were touched the trial was considered
a failure and a green time out screen appeared for 3 s.

The stimuli consisted of 80 ! 80 pixel squares (white or red)
equally spaced on a 600 ! 600 pixel grid and were displayed on a
black background on a 1024 ! 768 pixels screen. The inter-trial
interval was at least 3 s, but could be much longer as the baboons
chose when to initiate a trial (by touching the screen).

(i) Training to criterion
All 29 members of the colony underwent a training procedure to
enable them to participate in the main experiment: only those
animals who reached our final criterion were admitted to the
transmission chain study described below. Training followed a

see/produce

(c)

(a) (b)
b1

b2

b3

transmit

baboon Gn

baboon Gn + 1

transmission trials

random trials

Figure 1. Summary of the experimental protocol. (a) A baboon interacting with a touch screen in one of the freely accessible automated work stations. (b) Each trial
began with the display of a grid made of 12 white and four red squares (b1). After 400 ms all the red squares became white (b2) and the monkey had to touch the
previously red squares (in any order). Squares became black when touched and would not respond to being touched again (b3), forcing individuals to touch four
different squares to complete the trial. (c) During transmission trials, the target patterns that the monkeys attempted to reproduce came from the response of the
previous individual in the chain (except for the first individual, for whom the target patterns were randomly generated grids). The monkeys had the opportunity to
perform random trials both before and after performing the transmission trials. The order of the monkeys was randomized for each of the six independent chains
and the order of the 50 trials was randomized at each transmission step (see §2 for further details).
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SENTENCE  REFORMULATION
Pakistani President Asif Ali Zardari: 

“we will not be scared of these cowards”

“we will not be afraid of these cowards.” 

US Senator McCain: 

“I admire Senator Obama and his accomplishments” 

“I respect Senator Obama and his accomplishments.” 
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features that have marked exponential distributions (i.e., a few words valued orders of
magnitude higher than the vast majority of other words).

The pairwise correlations in the initial set of features appears in Fig. 1. By looking at
absolute values, three subsets of highly correlated features can be easily identified: (a)
number of letters, phonemes, and syllables with pairwise correlations ≥.75; (b) ortho-
graphic and phonological neighborhood densities, with a correlation of .8; (c) age of
acquisition, betweenness, degree, and PageRank centralities, with absolute pairwise corre-
lations at .41, .59, .6, .61, .63, and .85. Applying a feature agglomeration algorithm tar-
geted at six groups refined this observation by producing identical (a) and (b) groups, a
(c) group without betweenness centrality which was instead assigned to a group (d) with
clustering coefficient, and the remaining features (frequency and number of synonyms) as
singletons.11

Since our data are about written transformations, the number of letters and ortho-
graphic neighborhood density are the natural representatives of groups (a) and (b), respec-
tively. Given the importance of age of acquisition in the lexical feature literature, we
chose it to represent group (c). Finally, we used clustering coefficient to represent group

Fig. 1. Spearman correlations in the initial set of features.

10 S. Lerique, C. Roth / Cognitive Science (2017)
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(d) since it has already been used in previous studies. The final set of features we will
discuss in the rest of the paper, as well as their cross-correlations, can be seen in
Fig. 2.12

3.3. Substitution model

We finally need a substitution detection model, for the quotation data we use presents
a challenge: Quote-to-quote transformations and substitutions are not explicitly encoded
in the dataset. More precisely, each set of quotations bears no explicit information about
either the authoritative original quotation or the source quotation(s) each author relied on
when creating a new post and reproducing (and possibly altering) that source. In other
words, we face an inference problem where, given all quotations and their occurrence
timestamps, we must estimate which was the originating quotation for each instance of
each quotation.

We therefore model the underlying quotation selection process by making a few addi-
tional assumptions. Given a particular occurrence of a quotation, the first issue is deciding
whether that occurrence is a strict copy of an earlier occurrence, or a substitution from
another quotation, or maybe a substitution or copy from quotes appearing outside the
dataset, that is, from a source external to the data collection perimeter. The second issue
is deciding which source originated such a substitution when several candidate sources
are available.

Let us give an example: say the quotation “These accusations are false and absurd”
(q) appears in two different blogs on January 19, and the slightly different quotation

Fig. 2. Spearman correlations in the filtered set of feature.
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SUBSTITUTION  MODEL

“These accusations are false and incoherent” (q0) appears in another blog on January
20. The second occurrence of q can safely be assumed to be a faithful copy of the first
one the same day. And since q is fairly prominent when q0 first appears, we could
assume that the author of q0 on the 20th based herself on q, as is shown with a dashed
line in Fig. 3. Now say a third version, “These allegations are false and incoherent”
(q00) also appears once on January 19 and once on January 20 after q0. Here, q and q00

differ by two substitutions, so we discard the possibility that one was written based on
the other (see below for further details). q00 is only one substitution away from q0, how-
ever, so we could also consider the first occurrence of q00 as a potential source for q0

on the 20th. Conversely, the occurrence of q00 on the 20th could be considered as a
substitution from q0, or as a faithful copy from its initial occurrence on January 19.
(Options shown in Fig. 3.)

One way to settle these questions is the following: Group quote occurrences into fixed
bins spanning Dt days (1 day in the implementation), each one representing a unit of time
evolution; when a quotation q0 appears in bin t + 1, it is counted as a substitution if it
differs from the most frequent quote of the preceding bin t (or a substring thereof) by
only one word; if not, q0 is not considered to be an instance of substitution. Fig. 4a shows
the inferences made by such a model. The assumptions it embeds, however, are a subset
of a much wider set of possibilities, each leading to alternative inferences.

Fig. 3. Possible paths from occurrence to occurrence: q, q0, and q00 are three quotation variants belonging to
the same cluster. q and q00 differ by two words, but q0 differs from both q and q00 by one word. The second
occurrence of q can safely be considered a faithful copy of the first, but the occurrences of q0 and q00 are
uncertain: While the first occurrence of q0 is most likely a substitution for q, it could also stem from q00; con-
versely, the second occurrence of q00 could also be a substitution for q0 instead of being a faithful copy of its
first occurrence.

12 S. Lerique, C. Roth / Cognitive Science (2017)



SUSCEPTIBILITY

The results for word features presented in Fig. 6, on the other hand, show marked
effects for several features. Word frequency, Age of acquisition, and Number of letters
each exhibit significant susceptibility variations (Goodman goodness-of-fit with p < .05 in
all substitution models, p < .001 in most) consistent with known effects of those features
on recall. High-frequency words, much easier to recall, are substituted about half as much
as they would be at random; conversely, low-frequency words, harder to recall, are sub-
stituted about 50% more than random. Age of acquisition and number of letters show the
opposite pattern, consistent with their negative correlation to word frequency (!.4 and
!.19): words learned before 5 or 6 years old, or made of less than five letters, are substi-
tuted less than random, whereas words learned after 10 years old, or made of more than
eight letters, are substituted far more than random. Orthographic neighborhood density
also shows a slight effect (significant at p < .05 in 15 of the 16 substitution models):
Words with very sparse neighborhoods are more substituted than random (which may

Fig. 5. Part-of-Speech-related results: Categories are simplified from the TreeTagger tag set: C means
Closed class-like (see main text for details), J means adjective, N noun, R adverb, and V means verb. The
top panel shows the actual sPOS and s0POS counts. The bottom panel shows the substitution susceptibility rPOS,
which is the ratio between the two previous counts. Confidence intervals are computed with the Goodman
(1965) method for multinomial proportions.

16 S. Lerique, C. Roth / Cognitive Science (2017)

rg ¼
sg
s0g



seem counter-intuitive, but it is probably because over 70% of those words have seven
letters or more). Clustering coefficient shows no effect on susceptibility, and neither does
Number of synonyms; in particular, words with many synonyms do not attract substitu-
tions more than random (in fact, half the substitution models show they have a slight
tendency to be substituted less than random).

On the whole, the trends observed are consistent with known effects of word fre-
quency, age of acquisition, and number of letters, indicating that the triggering of a sub-
stitution could behave quite similarly to word recall in standard tasks.

4.2. Variation

We now examine how words are modified when they are substituted, that is, how their
features change upon substitution. Considering a word w substituted for w0, we measure
how a feature / of w varies when it is replaced with w0; that is, we look at /ðw0Þ as a
function of /(w). Averaging this value over all start words such that /(w) = f yields the
mean variation for that feature value f:18

m/ðf Þ ¼ h/ðw0Þi w!w0j/ðwÞ¼ ff g

We are interested in comparing the value of m/ðf Þ to f itself, as this shows whether
there is an attraction (or a repulsion) effect toward (respectively from) some values of
each feature. In other words, plotting the y = x line, we can see if substitutions tend to
attract words toward some typical feature value or not—a standard procedure in the study
of dynamical systems.

Fig. 6. Substitution susceptibility for feature values: Susceptibility to substitution versus feature value of a
candidate word for substitution (binned by quartiles), with 95% asymptotic confidence intervals (Goodman-
based multinomial).
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acquisition, Clustering coefficient and Number of letters, on the other hand, exhibit a
clear negative bias for the substitution process (except for high clustering values or very
high number of letters). The three curves are significantly below their respective m0/ and
m00/ curves for most start values, which is consistent with the literature on recall: Words
learned earlier, with lower clustering coefficient or with fewer letters, are easier to pro-
duce than average (Baddeley, Thomson, & Buchanan, 1975; Nelson et al., 2013; Zevin &
Seidenberg, 2002). All these effects are significant with two-tailed t tests at p < .05 (and
more often p < .001) and were verified across the 16 substitution models.

To make sure our observations are not the product of correlations or interactions, we
model the variations of the six features as a linear function of the start word’s feature
values:

/ðw0Þ # /ðwÞ ¼ Aþ B & /ðwÞ

where / is the vector of all six features of a word, A is an intercept vector, and B is a
6 9 6 coefficients matrix. This regression achieves an overall R2 of .33. The correspond-
ing matrix of coefficients B is shown in Fig. 8: Aside from Age of acquisition and Clus-
tering coefficient on which word frequency has a slight effect, the variation of all other
features depends solely on the disappearing word’s same feature. In other words, there is

Fig. 7. Feature variation upon substitution: m/, average feature value of the appearing word as a function of
the feature value of the disappearing word in a substitution (binned by quartiles), with 95% asymptotic confi-
dence intervals based on Student’s t-distribution. The overall position of the curve with respect to the dashed
line representing H0 (constant m0/) indicates the direction of the cognitive bias compared to a purely random
variation. The position with respect to the dash-dotted line representing H00 (m00/ ) indicates the bias compared
to a semantically plausible random variation obtained by choosing a random synonym of the disappearing
word. The intersection with y = x marks the attractor value. The fact that all curves have slopes smaller than
1 in absolute value means that the substitution operation is contractile on average: It brings each feature
closer to its own specific asymptotic range.

S. Lerique, C. Roth / Cognitive Science (2017) 19
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1 in absolute value means that the substitution operation is contractile on average: It brings each feature
closer to its own specific asymptotic range.
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Second, the comparison with m0/ and m00/ shows that there are two classes of attractors,
depending on whether:

1. there is a triple intersection (of y = x, m/, and m0/ or m00/ );
2. or m/ always remains above or below m0/ and m00/ .

First, there is a single intersection of νφ with y=x and 
the slope of νφ remains smaller than 1: 
the substitution process exhibits a single attractor



COMBINED  EFFECTS
acquisition, Clustering coefficient and Number of letters, on the other hand, exhibit a
clear negative bias for the substitution process (except for high clustering values or very
high number of letters). The three curves are significantly below their respective m0/ and
m00/ curves for most start values, which is consistent with the literature on recall: Words
learned earlier, with lower clustering coefficient or with fewer letters, are easier to pro-
duce than average (Baddeley, Thomson, & Buchanan, 1975; Nelson et al., 2013; Zevin &
Seidenberg, 2002). All these effects are significant with two-tailed t tests at p < .05 (and
more often p < .001) and were verified across the 16 substitution models.

To make sure our observations are not the product of correlations or interactions, we
model the variations of the six features as a linear function of the start word’s feature
values:

/ðw0Þ # /ðwÞ ¼ Aþ B & /ðwÞ

where / is the vector of all six features of a word, A is an intercept vector, and B is a
6 9 6 coefficients matrix. This regression achieves an overall R2 of .33. The correspond-
ing matrix of coefficients B is shown in Fig. 8: Aside from Age of acquisition and Clus-
tering coefficient on which word frequency has a slight effect, the variation of all other
features depends solely on the disappearing word’s same feature. In other words, there is

Fig. 7. Feature variation upon substitution: m/, average feature value of the appearing word as a function of
the feature value of the disappearing word in a substitution (binned by quartiles), with 95% asymptotic confi-
dence intervals based on Student’s t-distribution. The overall position of the curve with respect to the dashed
line representing H0 (constant m0/) indicates the direction of the cognitive bias compared to a purely random
variation. The position with respect to the dash-dotted line representing H00 (m00/ ) indicates the bias compared
to a semantically plausible random variation obtained by choosing a random synonym of the disappearing
word. The intersection with y = x marks the attractor value. The fact that all curves have slopes smaller than
1 in absolute value means that the substitution operation is contractile on average: It brings each feature
closer to its own specific asymptotic range.
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little to no interaction between a disappearing word’s features in determining the varia-
tions that that word will undergo when substituted.

To make things concrete, here is an example substitution taking place in the dataset.
Around mid-November 2008 several media websites reported the following quote from
Burmese poet Saw Wai (arrested for one of his poems),

Senior general Than Shwe is foolish with power.

and a smaller number of media websites, and blogs, reported the following,

Senior general Than Shwe is crazy with power.

The word foolish is acquired at an average of 8.94 years old, appears 675 times in the
dataset, has a Clustering coefficient of 8:2 ! 10"3 and is seven letters long. The word it
was replaced with, crazy, is acquired on average at 5.22 years old, appears about 4.1k
times in the dataset, has a Clustering coefficient of 1:7 ! 10"3, and is five letters long.
Such a change, although minor in appearance, is a typical example of alteration along the
lines shown by our results.

Fig. 8. Feature variations regression coefficients: Source feature values (columns) and feature variations
(rows) were normalized to [0; 1] to ensure the coefficients are comparable. Significance levels for individual
t-tests against the hypothesis of a null coefficient are denoted by stars below the corresponding coefficient
(*** for p ≤ .001, ** for p ≤ .01, * for p ≤ .05, and nothing when p > .05). Frequency has a slight effect on
Age of acquisition and Clustering coefficient, with small coefficients compared to the respective diagonal
ones. Aside from those two, only diagonal values are significantly non null.
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Burmese poet Saw Wai (Nov 2008): 

“Senior general Than Shwe is foolish with power”

“Senior general Than Shwe is crazy with power”

"foolish": 8.94 y.o.,   675 times, cc of .0082
>"crazy": 5.22 y.o., 4100 times, cc of .0017



TAKING  SENTENCE  
CONTEXT  INTO  ACCOUNT

Orthographic neighborhood density, a triple intersection with m00/r
). Substitutions, therefore,

seem to attract words closer to the sentence median than what a random process would do.
This is true with respect to both null hypotheses (semantically plausible or not) for Fre-
quency, Age of acquisition, and Number of letters, and true with respect to at least one of the
two null hypotheses for the remaining features.

On the whole, we observe a clear attraction pattern for each feature, with two different
classes corresponding to the psychological relevance of each feature for the substitution
process. More awkward words along relevant features (less frequent, learned later, or
made of more letters), both globally and with respect to the sentence they appear in, are
substituted more often than what would happen if targets were picked randomly in the
sentences; conversely, more common words are substituted less. Finally, across all fea-
tures, substituted words are attracted toward a point closer to the sentence median than
what a random process, semantically plausible or not, would do.

5. Discussion

We initially aimed to connect the field of cultural evolution with psycholinguistics by
asking if cultural attractors appear in a corpus of online news-related quotes gradually
transformed by low-level biases. The dataset we used imposed a few constraints on our
analysis: First, it was necessary to infer source-destination links, an operation made more
reliable when restricting the scope of transformations to very simple cases, which we did
by focusing on single word substitutions. Second, contrary to laboratory experiments
which produce data made of many repeated measures on a small number of cases (e.g., a
given list of words), we have a great number of different cases (one case per cluster in

Fig. 9. Substitution susceptibility for in-quote feature quartiles: Susceptibility to substitution versus quartile
of the feature distribution in the originating quote, with 95% asymptotic confidence intervals (Goodman-based
multinomial).
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susceptibility based on the position of the word in the sentence (quartiles)
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which substitutions are found, that is, 698 cases), with very few measures on each of
them (average 9, median 5). This rendered the prediction of individual words impractical:
If we cannot compute a percentage of explained data for a given case, any approximate
prediction will be heavily underestimated. This last factor, added to the potential for vari-
ation of external conditions when authors wrote the quotes, led us to use word features to
analyze the transformations by aggregating over individual cases.

By characterizing substitutions with six features on the disappearing word, we show that
authors preferentially substitute words known for being harder to recall: most prominently,
words with low frequency (Gregg, 1976), learned later (Dewhurst et al., 1998), or made up
of more letters (Nickels & Howard, 2004), both globally and in comparison to the sentence
they appear in. Further characterizing the substitutions by examining the variation of word
features from disappearing to appearing words, we show: (a) that the operation is contractile
on average, that is, words are brought closer to an attractor point on each feature; (b) that
authors produce words that are easier to remember than the average of synonyms of the
disappearing word (a fact that is reflected in the position of the attraction point).

We do not actually observe quotes converging on a global scale toward attractors in
their various dimensions. Indeed, the limits of the dataset do not allow us to infer chains
of substitutions, and substitutions themselves are not the only type of transformation at
work in the dataset. Nonetheless, these findings (a) bring light to this simple type of
transformation, and (b) are consistent with known psycholinguistic effects, with the
hypothesis of cultural attractors in representations from everyday life, and with the

Fig. 10. Sentence-relative feature variation: m/r, average sentence-relative feature value of the appearing
word as a function of the sentence-relative value of the disappearing word (binned by quartiles), with 95%
asymptotic confidence intervals based on Student’s t-distribution. m0/r and m00/r are similarly converted to be
sentence-relative. Attraction, magnitude, and direction of bias with respect to null hypotheses are similar to
Fig. 7. However, attractors are always positioned between sentence median (y = 0) on one side and m0/r and
m00/r on the other side. Clustering coefficient, Number of synonyms, and Orthographic neighborhood density
are limit cases, with triple intersections with one of the null hypothesis curves.
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feature variation w.r.t. median feature value in the sentence



The speaker says “Thanks” –> “Danke”



SUBSTITUTION  MODEL  VARIANTS

We identified four binary parameters that differentiate potential models, such that the
resulting 16 combinations cover most of the reasonable answers to inference uncertain-
ties. The first two parameters define the preceding time bin from which authors could
have drawn a source when producing a new occurrence: (a) bin positions, which can be
aligned to midnight (as in the model presented above) or kept sliding (for each occur-
rence, use a bin that ends precisely at that occurrence); (b) bin span, which can be
Dt = 1 day (as in the model above) or can be extended up to the very first occurrence in
the quotation family. The other two parameters configure rules on the selection of source
and destination quotes of a substitution: (c) candidate sources can be restricted to the
most frequent quotations in the preceding time bin (as in the model above), or not (in
which case all quotations in the preceding bin are candidate sources); (d) candidate des-
tinations can be restricted to quotations that do not appear in the preceding bin, or with-
out restriction (as in the model above). A substitution model, then, is a set of values for
each of those parameters; it considers valid all the substitutions (and only those) where
the source and destination follow the rules set out by the parameters. If a destination has
substitutions from multiple sources we count a single effective substitution where, for

(a) (b)

(c) (d)

Fig. 4. Substitution models: Substitutions inferred by four models in the situation introduced by Fig. 3. Each
of these models uses bins spanning 1 day aligned to midnight (see the main text for a complete description
of parameters). In the top left panel (a), q holds the majority in the first bin and is considered the unique
basis for q0 in bin 2. q0 and q00 have equal maximum frequency in bin 2, however, so both are sources of sub-
stitutions towards bin 3. In the top right panel (b), quotes that appear in the preceding bin cannot be the tar-
get of a substitution; this removes two substitutions compared to panel (a). In the bottom left panel (c), the
majority constraint is lifted compared to panel (a), making q00 in bin 1 a candidate source for q0 in bin 2. In
the bottom right panel (d), the majority constraint is also lifted compared to panel (a) (adding the same
q00 ! q0 substitution as in panel (c)), and the excluded-past constraint is added as in panel (b) (removing the
two same substitutions from bin 2 to bin 3 as in panel (b)). If the bins were extended to the beginning of the
quotation family, the excluded-past constraint would also remove the q0 ! q substitution from bin 2 to bin
3. In all four panels, a background rectangle or square indicates the quotation is the source of a substitution.
A thick border on that rectangle or square indicates the quotation was selected because it has maximum
frequency.
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